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Background Spot Instances

 HEPCloud uses resource provisioning systems to allow experiments, such as DUNE * Due to the way Spot Instances work, the way to choose flavors of virtual machines differs
or CMS access to a vast amount of computing resources in an efficient way. due to demand

 Amazon and Google auctions virtual machines as instances and HEPCloud takes * As aresult, we formerly used an algorithm known as Demandx25 where we would
advantage of this to lower computing costs for scientists. compare prices to earlier timings to “predict” when the instance would be pre-empted or

» HEPCloud's strategy relies on the benchmarking of the available machine types and stopped by AWS or Google Cloud.

on heuristics to optimize the bidding on the spot price marketplace. » \We updated this algorithm to Demandx50 to adjust for increased pricing over the years.
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Raw HSO06 results (on top) and HS06 Compared with
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Instance Value (Price-Performance) Raw data for each instance type with AWS(on top) and Google Cloud (on the bottom)
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